




















(1) AMD Internal Estimates for Calendar 2020



Source: IDC historical data of split of x86 server volumes by socket capability
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Slide 15/22/24: 
• 45% more cores – Epyc 32C versus Intel Xeon E5-2699A v4 processor with 22 Cores (Source: https://ark.intel.com/products/96899/Intel-Xeon-Processor-E5-2699A-v4-55M-

Cache-2_40-GHz)
• 122% greater memory bandwidth – Epyc Max memory bandwidth of 170.7GB/s. Intel Xeon E5-2699A v4 max memory bandwidth of 76.8GB/s (Source: 

https://ark.intel.com/products/96899/Intel-Xeon-Processor-E5-2699A-v4-55M-Cache-2_40-GHz)
• 60% I/O Density advantage - Epyc maximum of 128 PCI Express lanes. Intel Xeon E5-2699A v4 maximum of 40 PCI Express Lanes per socket, 80 in a two socket configuration 

(source: https://ark.intel.com/products/96899/Intel-Xeon-Processor-E5-2699A-v4-55M-Cache-2_40-GHz ).

Demo 1: Demonstration conducted by AMD Engineering using a 2P AMD reference system with 32-core Epyc™ processor engineering samples, and an Intel-based 2P OEM 
production platform, each running the same gcc compile of a bare-bones linux kernel, utilizing a d3 Sunburst Partition visualization (http://d3js.org). AMD 2P test platform used 
256GB DDR4-2400; Intel Xeon E5-2699A v4 2P test platform used 128GB DDR4-2400. Both platforms ran the same version of VMware vSphere with Ubuntu 17.04 guests, with 8 
VMs per server.

Slide 20: x86 Server Market Slide: Estimated 2P GCC SPECint®_rate_base2006 scores based  off of maximum scores published at http://www.spec.org for specified processors. 
More information about SPEC CPU® 2006 can be found at http://www.spec.org

Demo 2:  Demonstration conducted by AMD Engineering using an AMD reference system with a 32-core Epyc™ processor pre-production prototype, and an Intel-based OEM 
production platform, each running the same gcc compile of a bare-bones Linux kernel, utilizing a d3 Sunburst Partition visualization (http://d3js.org). AMD 1P test platform used 
128GB DDR4-2400; Intel Xeon E5-2650 v4 2P test platform used 128GB DDR4-2400. Both platforms ran the same version of VMware vSphere with Ubuntu 17.04 guests, with 8 
VMs per server.  

Slide 23: Boards used include Intel HPE DL-380 Gen 9 and Epyc-based re-production Gigabite 1S server

Slide 23: 32-core Epyc TDP is 180 watts, compared to 2 x Intel 12-core E-2650 v4 TDP at 105 watts each; AMD internal estimate as of May 2017 based on the expected cost for 28 
1-socket 32-core Epyc based servers compared to 21 2-socket Intel 12-core (24 total cores) E-2650 v4 based servers, assuming a 3-year useful life, 100% utilization, and electricity 
cost of $0.16/Kw hr. Assumes SPECint® score estimates of 697 for Epyc processor and 293 for a single E2650v4 processor scaled at 1.95x for 2 sockets. Additional information 
about SpecCPU®2006 can be found at www.spec.org. Estimate is based on AMD internal lab measurements/modelling and may vary.
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